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KRDS2 Research Data Preservation Costs Survey

Organisational Details:
1. Repository Name:  BADC (British Atmospheric Data Centre)
2. Address: http://badc.nerc.ac.uk
3. Repository Type (please check where appropriate):



Research:

Project/Departmental Archive 
[  ]
 



University Data Archive

[  ]
 



National Data Archive 

[ X ]




International Data Archive

[ X]

 



Other 




[ X]


Cultural Heritage:
National Library 


[  ]




Regional Library 


[  ]




National Archive 


[  ]




Regional Archive 


[  ]
 



Other 




[  ]

If “Other” please specify:  
We are a subject based research data archive for a UK research council.
KRDS2 Research Data Preservation Costs Survey
Collection Details:
You can define collection at your discretion. It should be at the most appropriate level for your cost information i.e. whole repository or discrete sub-divisions if appropriate.
1. Collection name:   RAPID dataset
2. Summary description of collection (Max 2-3 Paragraphs):



http://badc.nerc.ac.uk/data/rapid/
The Rapid Climate Change (RAPID) Research Programme is a Directed Mode programme of the Natural Environment Research Council (NERC). The programme aims at improving our ability to quantify the probability and magnitude of future rapid change in climate, with a primary focus on the role of the Atlantic Ocean Thermohaline Circulation. The initial six-year programme started in 2001 and ended in 2007. A second round of projects have subsequently also been funded, as well as several joint projects with Dutch and Norwegian research organisations. There are now a total of 35 projects supported by RAPID. Data from 22 RAPID Projects are to be stored at the BADC: 

Round 1: 

· The role of the cryosphere on modulating the thermohaline circulation of the North Atlantic 

· Quantitative applications of high-resolution late Holocene proxy data sets: estimating climate sensitivity and thermohaline circulation influences 

· The Probability of Rapid Climate Change 

· The role of salinity in ocean circulation and climate response to greenhouse gas forcing 

· ISOMAP UK: a combined data-modelling investigation of water isotopes and their interpretation during rapid climate change events 

· The atmospheric water vapour budget and its relevance to the thermohaline circulation 

· The Role of Air-Sea Forcing in Causing Rapid Changes in the North Atlantic Thermohaline Circulation 

· Improving our ability to predict rapid changes in the El Nino Southern Oscillation climatic phenomenon 

· Circulation, overflow, and deep convection studies in the Nordic Seas using tracers and models 

· The role of sloping topography in the overturning circulation of the North Atlantic 

· Processes controlling dense water formation and transport on Arctic continental shelves 

Round 2: 

· Can Younger Dryas atmospheric 14C concentration be attributed to North Atlantic surface ocean ventilation? 

· Arctic regulation of the thermohaline circulation (ARTHER) 

· Assimilation in ocean and coupled models to determine the thermohaline circulation 

· The impact of climate change on the North Atlantic and European storm-track and blocking 

· Attribution of ocean climate change signals in the Atlantic 

· Predictability of rapid climate change associated with the Atlantic thermohaline circulation 

· Understanding uncertainty in simulations of THC-related rapid climate change 

Joint International Round 

· Punctuated disintegration of the NW European ice sheet and rapid climate change 

· Impact of changing freshwater flows on the thermohaline circulation and European climate - analysis and modelling of the last deglaciation 

· To what extent was the Little Ice Age a result of a change in the thermohaline circulation? 

· Mass balance and freshwater contribution of the Greenland ice sheet: a combined modelling and observational approach 
3. Principal data file formats included:

(e.g. Predominantly PDF, TIFF, database files, spreadsheets, raw/processed instrument outputs etc.)

Mostly CF-NetCDF

Some PP and from random binary formats 

4. Size if known (in Mb / Gb / Tb / Pb ):    9 TB
Costs Information
Please select and complete relevant sections below for your preservation cost information. If you are unfamiliar with KRDS2 activity phases, a description is available from http://www.beagrie.com/jisc.php and has also been circulated with the survey form.
If you have any queries or difficulties in completing the survey questionnaire please contact us at info@beagrie.com for assistance.
5. Summary description of costs information available for KRDS2 activity phases: 
(Please place an x where applicable cost information exists and you can extract and analyse it for discrete elements or overall costs)
Pre-Archive Phase:
Overall costs only:





[   ]
Initiation costs:





[  x ]
Creation costs:





[  x ]
Outreach costs (by archive to creator/depositor):

[  X]
Brief description of Pre-Archive costs information (known/unknown/incurred elsewhere):

Scoping study.  See appended document.
Archive Phase
Overall Costs only:





[   ]
Acquisition costs:





[  x ]
Disposal costs (where applicable):



[   ]
Ingest costs:






[  x ]
Archive Storage costs:




[ x  ]
Preservation Planning costs:




[   ]
First Mover Innovation costs: 




[ x  ]
(Preservation R&D – first development of tools and standards) 
Data Management costs:




[  x ]
(Services/functions for populating, maintaining and accessing 
descriptive information, documentation and administrative data)
Brief description of Archive cost information and of preservation/curation activities covered (ingested as submitted, normalised, value-added activities etc):
See appended document
Access
Access Service Costs:





[ x  ]
Brief description of access costs information and access service(s) covered:

Difficult to attribute this cost to this specific collection
Support Services
Support Services Costs:





[  x] 
(e.g. Administration, network services, utilities)
Estates
Estates Costs:







[   x] 
(Lease of premises, space management and maintenance)
Brief description of Support Services/Estates cost information (known/unknown/ incurred elsewhere/formula used):

Difficult to attribute this cost to this specific collection
6. Date(s) or date range for which cost data are available:

2001 – 2008
7. Sources of Activity cost information:

(Please tick where applicable)
Staff Timesheets





[  x ]
Activity Based Costing Time Sample



[   ]
Other







[ x  ]
Description and comments on sources of activity cost information and its granularity (e.g. annual, monthly, weekly):

Examples in appended document
Cost Variables/Information
8. Do you have any data or observations on the key variables affecting your preservation costs? 
Yes
[  X ]
No    [   ]
If yes can you describe them briefly: See cost model appended.
Access to Cost Information

9. Is access for research/cost modelling possible on request?

(Please tick as appropriate)
Possibly subject to confidentiality agreement

[ x  ]
Possibly subject to other terms and conditions

[  x ]
Yes publicly available information



[   ]
Not available






[   ]
Comments/ additional information:
1. Science Support Cost Model 
(science support = data provider support)
	S. J. Pepler
	Inital version 
	4 June 2008 

	S. J Pepler 
	Updated storage costs 
	27 May 2009 


This document describes what the tasks we do in the science support group and how do we charge for them. The intention is that this document will form the basis of how we produce a budget, milestones and reports for supplementary SLA tasks. 

1.1. Scoping   

Scoping 
The scoping phase of a programme or project is an initial assessment of the data management task associated with the activity. This is formalised in a data management plan (DMP). Tasks included are: 

· Acquiring and reading project proposals in order to gather data management requirements 

· Contacting PIs for extra information 

· Writing a DMP, with initial data Selection, needs for input data and potential service developments 

· Setting a data management budget 

· Submitting the DMP and budget to the programme steering committee (or equivalent) to approve the plans 

The cost of the scoping is proportional to the size of the programme because as the number of projects, time scales, or number of people involved increases so the data needs and number of data products increases. For this reason the scoping activity is costed as a percentage of the total programme cost. Currently this is rated as 0.1% of the total programme cost, based on previous experience. Scoping will be an initial activity that needs to take place before any other. For this reason it is a cost bourn in the first year; large programmes may have multiple funding rounds that need the extra scoping activity as the programme continues. 

1.2. Project tracking and reporting 
Tracking
The tracking of projects within any programme is needed to update the data management needs as the projects progress. Status reports need to be supplied to steering committees. Tasks include: 

· Establishing a data contact for each project or work package. 

· Refining the initial data Selection and other project data needs. 

· Advising project participants on NERC data policy. 

· Updating the DMP and submitting changes to the appropriate programme committee 

· Providing representation for the data centre at programme steering and science meetings 

· Reporting programme data activities to steering committees, science meetings and NERC 

As with scoping, this activity is largely dependent on the programme size. Currently this is rated as 0.4% of the total programme cost, based on previous experience. The phasing is linear over the programme, but as projects can be late the phasing of the work can be weighted towards the end of the programme. Travel costs for most meeting associated with the programme are included in this element; however excessive travel requirements may be reflected as an extra cost element. 

1.3. Storage and dataset setup 
Storage 

There are administrative tasks related to data storage and access. These include 

· Provision of high volume storage. 

· Archive area setup and connection to dataset records 

· Monitoring access and storage administration tasks. 

The cost of data storage is not significant for a lot of projects, however some datasets require many terabytes of disk space. Additionally, costs for backup media and migration are also included. The cost of administration of the systems is borne by core data centre funding, but the cost of the extra media is charged to the programme. The cost of data storage is currently charged at £1000/TB. The addition of new datasets also needs disk areas to be added and the access to be monitored. This is charged at a rate of 1 day’s effort per dataset. The timing of storage costs will depend on the data production schedule. 

1.4. Data set documentation 
Metadata 

Documenting the data products is essential to allow reuse of the data and provide context. Tasks included are: 

· Writing metadata records for data production tools, observation stations and activities. 

· Collating supporting documentation for metadata records. 

· Documenting formats used 

· Production of training resources and use guides 

Documentation is proportional to the number of new or updated metadata records produced. Metadata records are needed for data production tools, observation stations, activities and datasets. Estimating the total number of records and allowing 1 day’s effort per record gives a measure of the effort needed for this task. The timing for this task should be linear over the programme. 

1.5. Ingest support 
Ingest 

Data produced by researchers requires a considerable amount of support in order to bring it up to the required standards for preservation and usability. Tasks include: 

· Negotiation with suppliers on issues of format 

· Release of data sets 

· Format support. Advising data suppliers on how to format data, producing example scripts and file templates. 

· Creation of ingest scripts to automate file ingest 

· Monitoring of ingested files, reporting problems 

A separate pipeline of data flows from each instrument or model. The support needed to bring each data stream up to standard and manage its ingestion varies widely, but an average of 3 day’s effort per data production tool in charged. Ingest support tasks are most prevalent are the ends of projects, that is the cost should be weighted toward the end of the programme. Often these costs run past the end of the programme. 

1.6. Extras 
Any additional items are costed on an ad hoc basis. Examples of extras include: 

· Extra quality control measures Ingest
· Third party data provision Ingest
· Data Purchasing Ingest
· Development of extra data access methods Development
· Development of new metadata supply methods or formats Development
· Other bespoke services (e.g. trajectory service) Development
· Multi data centre coordination tasks for inter-disciplinary science programmes  Tracking
· Beyond routine travel requirements Tracking
2. Operational activities 

Storage
Help desk
Preservation planning
Software Deployment 
3. Development 

Development
4. Organizational infrastructure

Management
System support  
BADC activities mapped to KRDS2 model
	
	KRDS2 ACTIVITY MODEL

	BADC

activities
	Attribute
	Scope Notes 

	
	Pre-Archive Phase
	Primarily relates to research projects in universities creating research data for later transfer to a data archive. However activities can be adapted for first stages in piloting and development of a new data archive if required. 

	We go to the RMetS conference, RMetS student conference, Arian Summer school. We can cost these well in terms of staff time, T&S and equipment.
	Outreach
	Guidance on best practice and archiving requirements and other support and training by the archive for researchers submitting funding proposals or creating research data. This may be targeted at potential depositors and/or broader communities and data producers. 

	
	Initiation
	Included to note any significant implications for preservation costs downstream. 

	We have no influence over what is collected so this is a producer cost

producer
	Project design
	Take into account implications of any data creation or acquisition activity including data formats; metadata; volume and number of files, etc. 

	Carrying out scoping studies and writing data management plans costs in proportion to people we need to talk to this in turn is size of programme under consideration. We charge 0.1% of programme size as scoping cost.
Scoping  producer
	Data management plan
	Should include plans for future preservation and data sharing.


	There is a small cost associated with estimating the budget for data management prior to the research proposal being funded. This is small and included in the data management plan costs.   
Scoping producer
	Funding application
	Include Full Economic Cost (FEC) elements including activity relevant to preparation for preservation where applicable. 


	
	Project implementation
	Allows for ramping up and staff investment in project starting-up activity. The project must define an ‘implementation period’ over which the implementation effort and cost are estimated. 


	
	Creation
	Included to note any significant implications for preservation costs or archive access/use downstream. 

	Included in the Data Management plan. Also reviewed as the projects are tracked 

Scoping Tracking producer
	negotiate IPR/licensing/ethics
	These need to be dealt with at the earliest stages by the data creator so that when data is depositedinto an archive there are no residual issues around IPR, licensing, or ethics. These can be very difficult to resolve at a later stage. Guidance on IPR, licensing and ethics may be available from the archive or funder to assist in this.



	Agree file formats and ingest methods

Scoping Tracking producer
	generate research data
	Conceive and plan the creation of both raw and derived data created throughout the duration of the project, including capture method and storage options. 

	Writing metadata records for datasets, activities, instruments and data production tools. This is generally done in conjunction with the producer

Metadata Producer
	generate descriptive metadata
	Generating the Descriptive Information for research data. This will form part of the Archival Information Package deposited with the Archive at a later stage.

	Any extra documentation

Metadata  Producer
	generate user documentation
	The producer of the data needs to take into account whether users outside of the project may access the data and document accordingly. 

	We have a standard set of software so this cost is generally zero. We do develop software but this is costed separately from archive costs.

 Development
	generate customised software
	This includes custom interfaces and applications if required. Such software will require specification, testing and implementing and include detailed documentation. Standardising on a set of supported software will be more cost effective and should be encouraged. 

	Not sure what this means? I think its producer data management 

producer
	Data management
	Services and functions for populating, maintaining, and accessing a wide variety of data by the project. 

	This is generally a data producer cost, but we provide formatting and other support in this phase. 

Tracking 
	create  submission package for archive
	Format/contents and the logical constructs used by the Producer and how they are represented on each media delivery or in a telecommunication session. Submission Information Package (SIP): An Information Package that is delivered by the Producer to the archivefor use in the construction of one or more Archival Information Packages. 

	
	Archive Phase
	

	
	Acquisition
	

	This is done at the data management plan stage and is reviewed as the projects continue

Scoping Tracking

	Selection
	The applicationof the archive’s Selection Policy. 

	This is done at the data management plan stage and is reviewed as the projects continue

Scoping Tracking producer

	negotiate submission agreement
	The communication and negotiation of submission agreements with producers/depositors. 

	Tracking
	depositor support
	, Support and encouragement for researchers and others with data to deposit. 

	
	Disposal
	

	Not done
	transfer to another archive
	Transfer material to an archive, repository, data centre or other custodian. Adhere to documented guidance, policies or legal requirements. 

	Not done
	destroy
	Destroy material which has not been selected for long-term curation and preservation. Documented policies, guidance or legal requirements may require that this be done securely. 

	
	Ingest
	The ingest functional area includes receiving, reading, quality checking, cataloging, of incoming data (including metadata, documentation, etc.) to the point of insertion into the archive. Ingest can be manual or electronic with manual steps involved in quality checking, etc. 

	This can be witting the script to automate the ingest or manually receiving the data

Ingest
	receive submission
	This provides the appropriate storage capability or devices to receive a submission of data. Submissions may be digital delivered via electronic transfer (e.g., FTP), loaded from media submitted to the archive, or simply mounted (e.g., CD-ROM) on the archive file system for access. Non-digital submissions would likely be delivered by conventional shipping procedures. The Receive Submission function may represent a legal transfer of custody for the Content Information and may require that special access controls be placed on the contents. This function provides a confirmation of receipt to the Producer, which may include a request to resubmit in the case of errors resulting from the submission.


	Checksums, format validation, file metadata conventions check.

Ingest
	quality assurance
	The Quality Assurance function validates (QA results) the successful transfer of the data submission to the staging area. For digital submissions, these mechanisms might include Cyclic Redundancy Checks (CRCs) or checksums associated with each data file, or the use of system log files to record and identify any file transfer or media read/write errors. In addition to these basic integrity checks, it may also include many more discipline-specific tests on the quality of data and metadata. 

	Process data if needed. We often ask data providers to supply data in the format that it will be archived in, but sometimes that’s not the case.

Ingest
	generate Information Package for Archive
	This deals with the transformation of the submitted data (or information package) into a format suitable for the archive.  Archival Information Packages within the system will conform to the archive’s data formatting and documentation standards. This may involve file format conversions, redaction, disclosure checking, data representation conversions or other reorganisation of the content information. 

	We are bad at this, but this type of information occurs in the documentation. 

Metadata
	generate administrative metadata
	Metadata about the preservation process:
• pointers to earlier versions of the collection item

• change history 

	Metadata
	generate/upgrade descriptive metadata and user documentation
	Includes the development (or upgrading of received) data and product documentation (including user guides, catalogue interfaces, etc.) to meet adopted documentation standards, including catalogue information (metadata), user guides, etc., through consultation with data providers. 

	Mainly down to ingest tools

Ingest
	co-ordinate updates
	Provides a mechanism for updating the contents of the archive. It receives change requests, procedures and tools from Manage System Configuration. 

	Reference sections in the documentation. 

Metadata
	reference linking
	The semantic linking of primary data to textual interpretations of that data. 

	
	Archive Storage
	Services and functions used for the storage and retrieval of Archival Information Packages (AIPs). 

	This is the deposit function. This is automated but part of the ingest process.

Ingest
	receive data from ingest
	The Receive Data function receives a storage request and an AIP from Ingest and moves the AIP to permanent storage within the archive. This function will select the media type, prepare the devices or volumes, and perform the physical transfer to the Archival Storage volumes. 

	Storage management

Storage
	manage storage hierarchy
	The Manage Storage Hierarchy function positions, via commands, the contents of the AIPs on the appropriate media based on storage management policies, operational statistics, or directions from Ingest via the storage request. It will also conform to any special levels of service required for the AIP, or any special security measures that are required, and ensures the appropriate level of protection for the AIP. 

	Migration 

Storage
	replace media
	This provides the capability to reproduce the Archival Information Packages (AIPs) over time. 


	Backup and recovery

Storage
	disaster recovery
	Disaster recovery is the process, policies and procedures related to preparing for recovery or continuation of technology infrastructure critical to an organisation after a natural or human-induced disaster. Disaster recovery planning should include planning for resumption of applications, data, hardware, communications (such as networking) and other IT infrastructure. It is a subset of a larger process known as business continuity planning that includes planning for non-IT related aspects such as key personnel, facilities, and crisis communication. It should provide a plan for and testing of mechanisms for duplicating the digital contents of the archive collection and storing the duplicate in a physically separate facility and recovery from them. This function is normally accomplished by copying the archive contents to some form of removable storage media (e.g., digital linear tape, compact disc), but may also be performed via hardware transport or network data transfers. The details of disaster recovery policies are specified by Administration. 

	File audit

Storage
	Error checking
	Provides statistically acceptable assurance that no components of the AIP are corrupted during any internal Archival Storage data transfer. It requires that all hardware and software within the archive provide notification of potential errors and that these errors are routed to standard error logs that are checked by the Archival Storage staff. 

	We provide access to the primary copy of the data. The secondary copy is too slow and bulky. 

Storage
	provide copies to access
	The archive design will reference the preservation strategy and policy, considering off-site copies and any disciple requirement for multiple versions or editions. The number of versions and copies affects storage and management costs. 

	
	Preservation Planning
	The services and functions for monitoring, providing recommendations, and taking action, to ensure that the information stored in the archive remains accessible over the long term, even if the original computing environment becomes obsolete. 

	User surveys. Feedback from science meeting. The help desk tracks consumers and the science support group track data producers.

Tracking Help desk
	monitor designated user community
	The Monitor Designated Community function interacts with archive Consumers and Producers to track changes in their service requirements and available product technologies. Such requirements might include data formats, media choices, and preferences for software packages, new computing platforms, and mechanisms for communicating with the archive. 

	The storage coordinator is responsible for monitoring storage technology, but other technological innovation is looked at by the development manager.

Storage Development
	monitor technology
	The Monitor Technology function is responsible for tracking emerging digital technologies, information standards and computing platforms (i.e., hardware and software) to identify technologies which could cause obsolescence in the archive's computing environment and prevent access to some of the archives current holdings. 

	Preservation planning
	develop preservation strategies and standards
	The Develop Preservation Strategies and Standards function is responsible for developing and recommending strategies and standards to enable the archive to better anticipate future changes in the Designated Community service requirements or technology trends that would require migration of some current archive holdings or new submissions. 

	Preservation planning
	develop packaging designs and migration plans
	The Develop Packaging Designs and Migration Plans function develops new Information Package designs and detailed migration plans and prototypes. This activity also provides advice on the application of these Information Package  designs and Migration plans to specific archive holdings and submissions. 

	Preservation planning  Management
	develop and monitor SLAs for outsourced preservation
	Where a decision is made to outsource some or all archive functions a contractual relationship will be established and to ensure service requirements are understood and met a Service Level Agreement needs to be put in place and monitored. Not in other models. 

	Preservation planning  
	preservation action
	Preservation Action covers the process of performing actions on digital objects in order to ensure their continued accessibility. It includes evaluation and quality assurance of actions, and the acquisition or implementation of software to facilitate the preservation actions. Preservation has a feedback loop back into/through Ingest functions in activity model. 

	Internal management of datasets and project information. Information on formats

Metadata Preservation planning  

	generate preservation metadata
	The information an archive uses to support the digital preservation process. Specifically, the metadata supporting the functions of maintaining viability, renderability, understandability, authenticity, and identity in a preservation context. Preservation metadata thus spans a number of the categories typically used to differentiate types of metadata: administrative (including rights and permissions), technical, and structural. The documentation of digital provenance (the history of an object) and to the documentation of relationships, especially

relationships among different objects within the archive.

	
	First Mover Innovation
	Where preservation functions and file formats are evolving a high-degree of expenditure might be required in implementation phases and in developing the first tools, standards and best practices. This cost is highly variable for individual institutions and significantly dependent on how much is done solely by the institution or by a wider community. Communities or vendors can make significant up-front investments in first solutions and standards which affect downstream preservation costs.  Most data archives participate in these activities to some degree although leadership and significant effort may be restricted to a few large institutions. Not in other models – added as has significant implications for cost modelling or potential for use/re-use. 

	Development Preservation planning
	develop community data standards and best practice
	Whilst preservation functions are evolving professional involvement in developing community standards and best practises is a cost effective approach to the delivery of efficient solutions. 

	Development
	Share development of preservation systems and tools 
	Combining effort with others in the community can deliver significant developments for relatively small cost to individual institutions, and may even attract external funding.

	Development
	engage with vendors
	This might include beta-testing, participation in user groups, and development of commercial partnerships. 

	
	Data Management
	The services and functions for populating, maintaining, and accessing both descriptive information which identifies and documents archive holdings and administrative data used to manage the archive. 

	Metadata
	administer database
	Responsible for maintaining the integrity of the Data Management database, which contains both Descriptive Information and system information. Descriptive Information identifies and describes the archive holdings, and system information is used to support archive operations. 

	Automated mostly. A few via the helpdesk function.

Help desk
	perform queries
	Receives a query request from Access and executes the query to generate a result set that is transmitted to the requester. 

	Management
	generate report
	Receives a report request from Ingest, Access or Administration and executes any queries or other processes necessary to generate the report that it supplies to the requester. Typical reports might include summaries of archive holdings by category, or usage statistics for accesses to archive holdings. 

	Metadata
	receive database updates
	Adds, modifies or deletes information in the Data Management persistent storage. The main sources of updates are Ingest, which provides Descriptive Information for the new AIPs, and Administration, which provides system updates and review updates. 

	
	Access
	Services and functions which make the archival information holdings and related services visible to Consumers. 

	Automated. But in continual development.

Software Deployment 

	search and ordering 
	This includes providing access to catalogue information and a search and order capability to users, and receiving user requests for data. “Order” implies a request /permission step, regardless of how implemented (e.g. manual or automated), where a request for a set of data or product instances, perhaps the results of (or a selected subset of the results of) a search, is processed and accepted or denied. 

	Automated. But in continual development.

Software Deployment 

	generate information package for dissemination to user
	This function accepts a dissemination request, retrieves the Archival Information Package from Archival Storage, and moves a copy of the data to a staging area for further processing. The types of operations, which may be carried out, include statistical functions, sub-sampling in temporal or spatial dimensions, conversions between different data types or output formats, and other specialized processing. See also  generate Information Package for Archive in Ingest – as some archives may generate archive and dissemination version simultaneously,

	Automated. But in continual development.

Software Deployment 

	deliver response 
	The Deliver Response function handles both on-line and off-line deliveries of responses (Delivery Information Packages, result sets, reports and assistance) to Consumers. 

	Help desk
	user support
	The user support functional area includes support provided in direct contact with users by user support staff, including training for users, user demonstrations, responding to queries, taking of orders, staffing a help desk (i.e., staff awaiting user contacts who can assist in ordering, track and status pending requests, resolve problems, etc.), etc. User support staff includes science expertise to assist users in selecting and using data and products. 

	producer
	new product generation
	Initial generation and reprocessing with quality checking of new data products produced from data or products previously ingested, or generated. Note that this has as a feedback loop back into/through Ingest functions. 

	
	Support Services
	

	
	Administration
	Services and functions needed to control the operation of the other functional entities on a day-to-day basis. 

	Management 
	general management
	Management includes management and administration at the data service provider level (“front office”) and direct management of functional areas. Management also includes staff with overall responsibility for internal and external science activities, information technology planning, and data stewardship. 

	Help desk
	customer accounts
	To facilitate billing and payment receipts from “customers”. Also useful for reporting usage and restricting access as appropriate to closed collections with specific license conditions. 

	Management
	Administrative support
	Administrative support and control provided by office managers, personal assistants and secretaries. 

	Management
	Develop policies and standards
	This function is responsible for establishing and maintaining the archive's standards and policies. These include initial format standards, documentation standards, model deposit agreements, the archive’s selection policy and the procedures to be followed during the Ingest process. They will normally involve a large initial effort to develop and then regular review and small updates over time and rarer major re-drafting.

	
	Common Services
	These are the other shared supporting services supplied by the institution or located within the archive.

	System support
	operating system services
	Provide the core services needed to operate and administer the application platform, and provide an interface between application software and the platform.

	System support
	network services
	These provide the capabilities and mechanisms to support distributed applications requiring data access and applications interoperability in heterogeneous, networked environments. 

	System support
	network security services
	Network security services include access, authentication, confidentiality, integrity, and non-repudiation controls and management of communications between senders and receivers of information in a network 

	System support
	software licences and hardware maintenance
	Ensure that correct software licenses are in place and that they are renewed in a timely way. Also, determine the most appropriate level of hardware maintenance for the configuration and put in place call procedures and reporting with the supplier. Renew in a timely way. 

	System support
	physical security
	With reference to facility and infrastructure. The service will have a Disaster Recovery Plan to deal will all eventualities and to mitigate risk. 

	System support 
	utilities
	Supply of uninterrupted power supply, air conditioning, water etc. 

	Management
	supplies inventory and logistics
	Management of supply chain, movement of goods, and recording of purchases and deliveries. 

	Management
	Staff training and development
	Support for training or developing Archive staff to carry out particular roles. 

	Management
	Estates
	Estates management and attendant costs includes leasing of premises, space management and maintenance. Treated as a cost element in TRAC separate from other common services and charged at variable rates according to function e.g. laboratory/non-laboratory 


